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ABSTRACT

Context. Nanoflares are impulsive energy releases by magnetic reconnection in the braided coronal magnetic field, which is a potential
mechanism for heating the corona. However, there are still sporadic observations of the interchange of braiding structure segments
and footpoints inside coronal loops, which is predicted to be the morphological evolution of the reconnecting magnetic bundles in the
nanoflare picture.
Aims. This work aims to detect the evolutions of the pairs of braiding strands within the apparent single coronal loops observed in
Atmospheric Imaging Assembly (AIA) images.
Methods. The loop strands are detected on two kinds of upsampled AIA 193 Å images, which are obtained by upscaling the Point
Spread Function matched AIA images via Bicubic interpolation and are generated using a super-resolution convolutional neural
network, respectively. The architecture of the network is designed to map the AIA images to unprecedentedly high spatial resolution
coronal images taken by High-resolution Coronal Imager (Hi-C) during its brief flight.
Results. At times, pairs of separate strands that appear braided together later evolved into pairs of almost parallel strands with
completely exchanged parts. These evolutions offer morphological evidence that magnetic reconnections between the braiding strands
have taken place, which is further supported by the appearance of transient hot emissions containing significant high-temperature
components (T > 5MK) at the footpoints of the braiding structures.
Conclusions. The brief appearances of the two rearranging strands support that magnetic reconnections have occurred within what
appears to be a single AIA loop.
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1. Introduction1

One of the most challenging problems in solar physics is how the
solar corona is heated up to a temperature of millions of degrees,
far above that of the photosphere, although it is widely accepted
that the magnetic field plays a major role in the energetics of the
bright corona.

The bright coronal loops are the building blocks of the solar
corona. Therefore the heating mechanisms for the coronal loops
are important to understand how the corona is heated. Based on
the temperature regime, the loops observed in EUV are classi-
fied as warm loops and hot loops (Reale 2014), which confine
plasma at temperatures around 1-1.5 MK and around or above
2 MK, respectively. The model developed by van Ballegooijen
et al. (2017) indicated that the Alfvén wave turbulence launched
from the photosphere can produce enough heat to maintain a
peak temperature of about 2.5 MK of the coronal loops. Also,
a large number of transverse waves are deduced from the ob-
served Alfvénic motion of the coronal features (McIntosh et al.
2011), spicules (De Pontieu et al. 2007), and network jets (Tian

⋆ Movies associated to Figs. 3, 4, and 5are available.

et al. 2014; Shen 2021), as well as the falling solar prominence
knots (Bi et al. 2020).

Energy releases from small-scale magnetic reconnections are
another promising mechanism to heat the corona (Klimchuk
2006). It has been accepted that the small-scale events of mag-
netic reconnections (Testa et al. 2013; Gupta et al. 2018; Priest
et al. 2018; Asgari-Targhi et al. 2019; Chitta et al. 2020) are re-
sponsible for the heating of the hot loops or hot plasma in the
corona (Klimchuk 2006; Schmelz et al. 2015; Ishikawa et al.
2017; Yang et al. 2018; Zhang et al. 2023). It seems more con-
troversial how the warm loops are heated. Some warm loops
might be globally cooling from the hot loops (Winebarger &
Warren 2005; Viall & Klimchuk 2011; Li et al. 2015), but many
long-lived warm loops would be much less visible in the hot
EUV channels. Although Alfvén waves originating in the photo-
sphere may provide sufficient energy for heating the warm loops
(van Ballegooijen et al. 2017), observations supporting the mag-
netic reconnection-type heating in the warm loops were also
presented, such as the transient brightnesses found around the
footpoints of the warm loops (Régnier et al. 2014; Subramanian
et al. 2018), short-lived warm loops that impulsively appeared in
and faded out during a few minutes and never achieve million-
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degree temperatures (Winebarger et al. 2013), and the reconnec-
tion outflow-like plasma (termed nanojet) within the warm loops
composed of misaligned strands (Antolin et al. 2021).

A nanoflare refers to an impulsive energy release in the
coronal braided magnetic field (Parker 1988), which are consid-
ered the most promising mechanism for the generation of hot
plasma in active regions by small-scale reconnection. According
to the nanoflare scenario, when the strands reconnect, they ex-
change segments and footpoints (Berger & Asgari-Targhi 2009;
Klimchuk 2015). However, the morphological evolutions of sub-
arcsecond strands linked to nanoflares are still challenging to
identify, probably due to the existing performance limits of coro-
nal observations and the scarcity of coronal observations with
spatial resolution less than 1′′, such as High-resolution Coronal
Imager (Hi-C; Kobayashi et al. 2014) and Extreme Ultraviolet
Imager (EUI).

It has been reported that two braiding structures (Cirtain et al.
2013) were detected in the images taken by the Hi-C, which ob-
served a bandpass dominated by the Fe xii 193 Å line with a pixel
size of ∼ 0′′.1 (∼ 75 Km on the Sun) in the period of a few min-
utes. Using NLFFF extrapolation, Thalmann et al. (2014) have
found that the braided structure observed by Hi-C was a low-
lying twisted flux rope above a penumbral filament region. How-
ever, limited to a brief period of observation, Hi-C is unable to
confirm whether these tangled loops are associated with energy
release in the solar corona. Most recently, using new observa-
tions with high spatial resolution (a pixel size of 125 -135 km on
the Sun) from EUI on board Solar Orbiter, Chitta et al. (2022) re-
ported the untangling of small-scale coronal braids, giving rise to
coronal loops that run more parallel with each other. By contrast,
the uninterrupted observations taken by Atmospheric Imaging
Assembly (AIA; Lemen et al. 2012) onboard the Solar Dynam-
ics Observatory (SDO) have a larger pixel size of ∼ 0′′.6 and
then hardly recognize the braiding substructures as resolved in
the Hi-C and EUI images.

Recently, various machine learning (ML) models have been
applied to create artificial solar images to further extend the per-
formance of the current solar observations (Kim et al. 2019;
Szenicer et al. 2019; Bai et al. 2021; Hong et al. 2021; Dos
Santos et al. 2021; Pineci et al. 2021; Yu et al. 2021). In par-
ticular, Díaz Baso & Asensio Ramos (2018) adopted a deep neu-
ral network approach to deconvolve and supperresolve Helio-
seismic and Magnetic Imager (HMI; Schou et al. 2012) images
and found that the synthetic HMI images contained information
not present in the original data, which supported that a certain
deep convolutional neural network could be applied to solar im-
age enhancement. Super-Resolution (SR) is a classic problem
in computer vision, which is to recover a high-resolution image
from a low-resolution image. Because there are multiple solu-
tions for any given low-resolution pixel, SR is generally an ill-
posed inverse problem. Its solution pipeline is suggested to be
equivalent to a deep convolutional neural network (Dong et al.
2016), and then a proper architecture of a convolutional neural
network could be applied to directly learn an end-to-end map-
ping between low- and high-resolution images.

The rest of the paper is structured as follows. Section 2 in-
troduces the details of the algorithm for upscaling the AIA 193
Å images. Here, the images are upscaled by the ML-based map-
ping from AIA to Hi-C 193 Å images, as well as by the method
of deconvolution and upscaling interpolation. Section 3 presents
three events not covered by Hi-C observations, in which the
reconnection-like rearrangements of the braiding strands are ob-
served on the upscaled 193 Å images and the transient hot emis-

sions are detected on the AIA 94 Å images. Discussions and a
brief summary are presented in Sects. 4 and 5.

Fig. 1. Architecture of the WDSR convolutional neural network for
upsampling factor ×4. All of feature maps in each convolutional layer
have the size H×W as same as that of input image/patch. For upscaling
factor ×S (×4), the number of channels used as the input for the Pixel-
Shuffle layer is exactly S 2 (16).

2. Method

We use two methods to upscale the AIA 193 Å images to
the pixel size of 0′′.15. Firstly, the AIA images are decon-
volved with the Point Spread Function (PSF1; Boerner et al.
2012) via Richardson-Lucy algorithm, and then the resulting
PSF-matched images are upsampled using Bicubic interpolation.
We term them as PFS-Bicubic upscaled images. Secondly, the
ML-upscaled AIA 193 Å images are generated using a super-
resolution network mapping the AIA 193 Å images to Hi-C im-
ages.

To generate the ML-upscaled AIA 193 Å images, we applied
the wide activation super-resolution networks (WDSR; Yu et al.
2018; Fan et al. 2018), a kind of ML network for single image
super-resolution (SR), to upsample the AIA 193 Å images by a
factor of 4. As shown in Fig. 1, the network mainly consists of
16 residual blocks (He et al. 2016). Each basic block is made
up of three convolutional layers and starts with the feature maps
being extended to 384 with 1×1 kernel. The channel number ex-
pansion before the ReLU pooling layer, termed wide activation
(Yu et al. 2018), allows more information to pass from shallow
layers to deeper ones. A global residual connection is applied to
relieve the redundant features generated potentially by the deep
network architectures (Ledig et al. 2017). A pixel-Shuffling layer
(Shi et al. 2016) is utilized at the end of the network to upsample
the final feature maps into the SR output. Weight Normalization
layers (Salimans & Kingma 2016) are used to ease the training
difficulty of deep networks. The total number of trainable param-
eters for the network modeling amounts to 1.2 × 106.

Five pairs of AIA and Hi-C images are used to train the ML-
upscaled model. The observed time difference between each pair
of images is less than 3 seconds. Using these images we built
the training set and validation set as follows. Firstly, the Hi-C
images with a pixel size of 0′′.1 are downsampled via bilinear
interpolation to a pixel size of 0′′.15, a quarter of the pixel size
of the AIA images. Secondly, we aligned the Hi-C to AIA im-
ages via cross-correlation. Finally, two small patches (indicated

1 The PSF for AIA is available in SolarSoft (http://www.lmsal.com/
solarsoft/).
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Fig. 2. The training, testing, and validation sets for the machine learning. Panels a-b: Comparison of close-ups of the unprocessed AIA, PSF-
Bicubic upscaled AIA, Ml upscaled AIA, and Hi-C images. The images in (a) and (b) are taken from testing set and validation set, respectively.
Panels c: The slice plots exhibiting intensities along the line indicated in b. Panel d: The Hi-C image with its full field-of-view, in which the lower
and upper blanked regions are taken as the validation set and testing set, respectively, and all of the left region is used as the training set. Panels
e-f: Time history of the value of MAE (e) and SSIM (f) between the model outputs and the Hi-C images in each dataset.

by the lower and upper blanked regions in Fig. 2d) in these im-
ages are extracted as the validation and testing sets. The training
set is made up of all frames of the data with the validation and
test sets being spared out. That is, to prevent the model to train
the known state of that regions shortly before/after that frame,
it is necessary to ensure that these regions in the validation and
testing set are not taken for training from any frame.

The frame patches for training have a size of 48 × 48 pix-
els, which are randomly extracted both spatially and temporally
from the training set and are randomly rotated in multiples of
90 degrees. The number of patches used in one single training
epoch amount to 100 and the number of epochs used for training
is 105. We set an initial learning rate of 1.2 × 10−5, decreased by
90 % every 2000 epochs and use the loss function of the mean
absolute error (MAE) function for optimizing the network. The
code and trained model are based on Pytorch and available at
GitHub2.

For training, validation, and testing sets, the quantities of
MAE between the ML-upscaled and Hi-C images (ground truth)
are seen to be flattened out finally after about 5 × 104 training
epochs are performed (Fig. 2e). This indicates that the model
has not been overfitted. To further evaluate how well our model
enhances the AIA 193 Å images, we use Structural Similarity
Index Measure (SSIM; Wang et al. 2004; Aydin et al. 2008)
for measuring similarity between the ML-upscaled and Hi-C
images. A greater value of SSIM reflects a smaller difference
between them. As expected, the value of SSIM in each set in-
creased initially during training and was then close to an asymp-
totic state (Fig. 2f). Figs. 2a and 2b compares the unprocessed
AIA, PSF-Bicubic upscaled AIA, Ml upscaled AIA, and Hi-C
images in the testing and validation sets, respectively. On the
Hi-C image, an apparent single AIA loop in the validation set
appears to be three separate strands, which were identified by
Cirtain et al. (2013) as a set of braiding loops. The split strands
were clearly visible in the ML-upscaled AIA images, as well as
slightly in the PSF-Bicubic-upscaled AIA images (Fig. 2b). Fig.

2 https://github.com/YiBi-YNAO/ML-upscaled-AIA-193-.git

2c shows the slice plots across the loop in the various images,
with three peaks evident in the slice plots taken from the ML-
upscaled and Hi-C image. In the testing set, again, a bifurcation
of an AIA loop could be seen on both ML-upscaled AIA and
Hi-C images (as indicated by the arrows in Fig. 2a). Thus, while
both the PSF-Bicubic and ML upscaling methods are capable of
improving the AIA 193 Å images in a reasonable manner, the
ML upscaling method appears to perform better in both the val-
idation and testing sets.

3. Results

To investigate the nanoflare candidates, this work focuses on the
braiding strands recognized in the upscaled AIA 193 Å images.
We investigated the AIA 193 Å observation of a sample of non-
flare active regions (Schmelz et al. 2015), all of which were not
covered by the Hi-C observation. We present three events as fol-
lows.

3.1. Overview of the recognizable braiding strands and their
evolutions

In Event 1, a bifurcated loop is observed on the raw AIA 193
Å images (Fig. 3a). Subsequently, the loop seemingly departed
into two separate ones. Both the PFS-Bicubic-upscaled and ML-
upscaled images show more detail of the evolution of the loop.
In these upscaled images (Figs. 3b and 3c), the AIA loop appears
to be a pair of strands braiding with each other at the beginning
of Event 1. The disappearance of the thinner strand (indicated
by the magenta dot-line at 05:04:56 UT) was followed by the
appearance of a newly-formed strand (indicated by the magenta
dot-line at 05:09:20 UT), which was parallel with the thicker
one that seem to be nearly unchanged (indicated by the cyan
dot-lines).

Figs. 4 and 5 show another two examples (Events 2 and 3)
exhibiting similar evolutions of substructures from braiding to
parallel with each other, which were observed on both the PFS-

3
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Fig. 3. The evolution of the braiding strands on 5 January 2012 (Event 1). Panel a: SDO/AIA 193 Å images. Panels b-c: the Bicubic upscaled
versions of the PSF-matched AIA 193 Å images and ML-upscaled versions of the AIA 193 Å images, on which the various colored dot-lines
indicate the various recognizable strands. Panels d-e: The images of Ī(σ=1) and ∆Ī = Ī(σ=1) − Ī(σ=4), where the Ī(σ=1) and Ī(σ=4) is the Fe XVIII
intensity of I(94Å ) − I(211Å )/120 − I(171Å )/450 smoothed with a Gaussian kernel of 1 and 4 minutes, respectively. These images are taken at
the peak time of the hot emission indicated by the brown box in d, which is also plotted on the other panels. The boxes in d outline the locations of
all hot emissions that are identified from 05:00:08 UT to 05:10:08 UT. Panel f: The vertical component (Br) of the photospheric vector data from
SDO/HMI. All images have the same Field-Of-View (FOV). The evolution of the braiding strands is shown in a movie (anim3.mpeg) available
online.
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versions of the PSF-matched AIA 193 Å images and ML-upscaled versions of the AIA 193 Å images, on which the various colored dot-lines
indicate the various recognizable strands. Panels d-e: The images of Ī(σ=1) and ∆Ī = Ī(σ=1) − Ī(σ=4), where the Ī(σ=1) and Ī(σ=4) is the Fe XVIII
intensity of I(94Å ) − I(211Å )/120 − I(171Å )/450 smoothed with a Gaussian kernel of 1 and 4 minutes, respectively. The boxes in d outline
the locations of all hot emissions that are identified from 09:44:08 UT to 09:54:08 UT, and the three brown boxes marking the hot emissions A,
B, and C are also plotted on the other panels. These images in (d) and (e) are taken at the peak time of the hot emission A. Panel f: The vertical
component (Br) of the photospheric vector data from SDO/HMI. All images have the same FOV. The evolution of the braiding strands is shown in
a movie (anim5.mpeg) available online.

Bicubic-upscaled and the ML-upscaled AIA 193 Å images but
were hardly seen in the raw AIA images.

3.2. Transient brightenings at the footpoints of the braiding
structures

We use an empirical approach to isolate the hot plasma compo-
nent (produced by Fe XVIII emission) present in the 94 chan-
nel for coronal diagnostics of impulsive heating. A reasonable
estimate of Fe XVIII emission is I(94Å ) − I(211Å )/120 −
I(171Å )/450 (Del Zanna 2013). The process eliminates the
warm plasma component from the emission observed in the 94
channel, which is around 1 MK. The peak formation tempera-
ture of Fe XVIII is at 7.1 MK (Warren et al. 2012), but Fe XVIII
emission from plasma at 3 MK may detected due to the large
fraction of plasma present at this temperature (Del Zanna 2013).
This information shows that the hot emissions are typically be-
lieved to have a temperature of at least 3 MK. To improve its
signal-to-noise ratio, the light curve of the Fe XVIII intensity
from each AIA pixel is smoothed in time, and the resulting Ī(σ=1)
and Ī(σ=4) indicates the data smoothed with a Gaussian kernel of
1 and 4 minutes. We apply the high-pass filter of the Fe XVIII
intensity, corresponding to Ī(σ=1) − Ī(σ=4), to extract the short
hot emissions since the durations of the fluctuations in the 94
Å channel in response to the nanoflare-scale heat pulses last for
minutes (Reale et al. 2011; Tajfirouze et al. 2016b). A pixel-wise
emission enhancement is identified when ∆Ī is greater than 1.5

times the standard deviation of Ī(σ=1) during at least one minute.
The decision to use a threshold of 1.5 standard deviations was
made because picking a standard deviation with a smaller mul-
tiple will likely pick up some trivial disturbances. When such
three or more adjacent pixel-wise emission enhancements are
detected at the same time, we define them as a transient hot emis-
sion.

The hot emissions are found in all events studied here. As
shown in Figs. 3d, 4d, and 5d, the brown boxes outline the con-
cerned hot emissions, which seem to be associated with the evo-
lutions of the braiding structures. Specifically, a hot emission
took place at one of the footpoints of the braiding stands in
Events 1 and 2 (Figs. 3 and 4), respectively; three hot emissions,
in turn, occurred in the southeast, southwest, and northwest end-
points of the evolving strands in Event 3 (Fig. 5 and its accom-
panying animation).

Fig. 6a presents each light curve of the Fe XVIII intensity
from each hot emission. The light-gray areas show that the fluc-
tuations in Fe XVIII intensity last for 1.2-2.2 minutes. Each peak
time indicated by the vertical line corresponds to the moment
when ∆Ī reaches its maximum. The comparisons of the peak
times and evolutions of the braiding strands (Figs. 3, 4, 5, and
their accompanying animations) reveal that the hot emissions al-
ways reached their peaks before the braiding strands evolved into
two parallel ones. Such hot plasma provides evidence support-
ing that the energy was released from the magnetic reconnection
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Fig. 6. The evolutions of the identified hot emissions. Panel a: The light curves of the Fe XVIII intensity of I(94Å )− I(211Å )/120− I(171Å )/450
from the hot emissions outlined by the brown boxes in Figs. 3, 4, and 5. In each panel, the light-gray area indicates the time period in which the
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AIA instrument noise into the EM inversion. In each panel, the dots with thin lines indicate the raw data; the blue and orange curves indicate
the data smoothed with a Gaussian kernel of 1 and 4 minutes, respectively. The vertical line indicates the peak time of ∆Ī, which amounts to
Ī(σ=1) − Ī(σ=4).

(Klimchuk 2006; Schmelz et al. 2015) during the morphological
changes of the braiding strands.

Since the plasma along a given line-of-sight may have a
range of temperatures rather than being isothermal, it is common
to describe the coronal temperature distribution by reconstruc-
tion of differential emission measures (DEMs). Here, we apply a
Fast, Simple, Robust algorithm (Plowman & Caspi 2020) to in-
verse the DEM from AIA images in the six optically thin wave-
lengths, including 94 Å , 131 Å , 171 Å , 193 Å , 211 Å , and 335
Å . The temperature points in the inversion are selected to range
from 105.5 to 107.0 K. The choice of the maximum temperature
of 10 MK ensures that the hot emission would be not overesti-
mated, since the emission above 10 MK is less well constrained
by the six AIA channels. The DEM analysis demonstrates that
the hot plasmas include a significant high-temperature compo-
nent (T > 5MK), as shown in Fig. 6b., which presents the evo-
lutions of emission measure (EM) at 5–10 MK from each hot
emission.

Since the coronal plasma is multi-thermal, we estimate the
thermal energy as Equation 12 in Aschwanden et al. (2015),
where the volume of the transient emission is estimated as
V = A3/2, where A refers to the area of each brightening, and
unity filling factor is assumed. In Fig. 6c, the time evolution
of the thermal energy of each hot emission shows that Epeak

ranges from 3.0 × 1025 to 1.5 × 1026 erg and ∆Epeak ranges
1.5×1024−5.5×1024 erg. Here, the values of E and ∆E are also
estimated from the amount of energy smoothed with a Gaussian
kernel of 1 minute (blue curves in Fig. 6c) and its difference with
respect to that smoothed with a Gaussian kernel of 4 minutes
(orange curves in Fig. 6c). This amount of change in the ther-
mal energy ∆Epeak corresponds to the level of the most common
nanoflare energy suggested by Parker (1988).

The hot emissions were often found to be rooted in the
unipolar region according to simultaneous measurements of the
radial component Br of the photospheric magnetic field from
SDO/HMI, such as in Events 1 and 2 (Figs. 3f and 4f). This ex-
cludes the possibility that the magnetic reconnections between
opposite-polarity magnetic flux on the photosphere produce the
hot plasma at the endpoints of the loops (Samanta et al. 2019)
unless there is minority-polarity invisible in the HMI magne-
togram (Wang et al. 2019). When compared to Events 1 and 2,
which was centered at (−190′′, 280′′) and (370′′, 385′′) from Sun
center, respectively, Event 3 (Fig. 5f) was centered at (−660′′,
−440′′), and was then observed farther from the disk center. De-
termining the magnetic polarities in Event 3 from the HMI is
therefore challenging due to near-limb projection effects.

3.3. Coronal Magnetic Extrapolation

The braiding strands may mark the bundles of coronal magnetic
flux winding about each other (Berger & Asgari-Targhi 2009).
This is supported by the comparisons of the braiding struc-
tures and the Nonlinear Force-free Field (NLFFF) coronal mag-
netic fields, which are constructed by the optimization method
(Wheatland et al. 2000) with the required boundary conditions
being provided by HMI vector data. The modeled field shows
good alignment to the coronal loops in Events 1 and 2, suggest-
ing that force-free extrapolation could be considered as a consis-
tent model of the corona in these events (De Rosa et al. 2009).
Similar to the appearance of the braiding strands, the modeled
field aligning well with the AIA loop consists of two bundles
of modeled field lines twisting with each other (Figs. 7). Again,
possibly due to magnetogram degradation by near-limb projec-
tion effects, the NLFFF field even failed to match the majority of
coronal loops in Event 3.
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Fig. 7. The modeled magnetic field lines matching the loops. Left col-
umn: The ML-upscaled versions of AIA 193 Å images taken in Events
1 (top) and 2 (bottom), in which the magenta and cyan lines outline
the two loop stands. The misalignment angle θ between the two lines
amounts to 55◦ and 29◦ in Events 1 and 2, respectively. Right column:
deposited upon the ML-upscaled AIA images, the field lines are traced
from the NLFFF field. In Events 1 (top) and 2 (bottom), the NLFFF field
is extrapolated based on the set of HMI vector data taken at 05:00:00
UT on 5 January 2012 and 00:36:00 UT on 22 June 2010, respectively.

The crossing manners of the strands imply that a localized
tangential discontinuity (Parker 1987) of the magnetic field may
exist at the crossing site of the braiding strands. The magnetic
free energy carried in the localized current sheet would convert
into heat and kinetic energy when magnetic reconnection occurs
there. The amount of free energy is of order B2

⊥V/8π, where B⊥
is of the order of Bsin(θ). Here, B is estimated as magnetic field
strength of the NLFFF lines, which amounts to ∼ 60G and ∼
105G in Event 1 and 2, respectively. The discontinuity in the
field direction θ is assumed to be of the order of the misalign-
ment angle θ between the two braiding strands, which is about
55◦ and 29◦ in Event 1 and 2, respectively. Moreover, we as-
sume that characteristic length ∆L is of the order of 1′′ , cor-
responding to the characteristic width of the strands detected in
the upscaled AIA 193 Å images (see Appendix A), and then the
Volume V ≈ (∆L)3. With the number estimated above the mag-
netic free energy associated with a discontinuity is of the order
of 3.7 × 1025erg and 3.9 × 1025erg for Event 1 and Event 2, re-
spectively. Therefore, the amount of magnetic free energy could
account for the thermal energy of order of 1024 erg released by
a nanoflare.

4. Discussions

The investigation of the widths of the detectable loop structures
(see Appendix A) shows that the widths of strands recognized
in both the PSF-bicubic upscaled and ML-upscaled AIA 193 Å
images range from 0′′.7 to 1′′.3 (Fig. A.2), corresponding to a
physical size ranging from about 500 Km to 1000 Km, and that
each pair of strands is resolved in an AIA loop with character-
istic width of 2′′ to 3′′ (Aschwanden & Peter 2017). The un-
certainty of width of the upscaled structures amounts to ±0′′.3

(a) (b) (c)

Fig. 8. Picture of evolutions of two flux tubes with various braid pat-
tens. Top row: The flux tubes braiding with various patterns. bottom
row: Their final states after occurrences of magnetic reconnection at
their crossings. Panel a: The two coherent flux tubes braid with each
other in a well-combed pattern. Panel b-d: The two flux tubes braid
with their legs separating from each other randomly. The two flux tubes
in panels a and b initially have identical flux and, while the two tubes in
panels c and d have nonidentical flux and tubes colored cyan have more
axial flux than that colored magenta. The pairs of flux tubes in panels
a-c initially braid with one crossing and the two tubes in panel d braid
with two crossings.

and is roughly determined by the results from various networks
trained with slightly different training sets. Therefore, the up-
scaled AIA 193 Å images have a performance to resolve the
strands with widths less than 1′′.2, which could hardly be re-
solved on the raw AIA images with a spatial resolution of 1′′.2.
According to Brooks et al. (2013), the lowest and mean Gaus-
sian widths of loops observed in Hi-C was about 90 km and 270
km, or 0′′.12 and 0′′.37, respectively. By contrast, strands in the
upscaled AIA 193 Å images always have widths no less than
a pixel size of 0′′.6 of AIA images. This is mostly because not
more information can be extracted from the AIA images and then
the minimum width of the strands detected on the ML-upscaled
images is close to the pixel size of AIA images.

From our observations, we infer the schematic picture of Fig.
8 for two flux tubes braiding in various patterns and their subse-
quent evolutions due to magnetic reconnection. In the upscaled
AIA 193 Å image we could recognize some pairs of strands with
their footpoints separated randomly (e.g., Fig. 8b-c), instead of
a pair of strands braiding coherently in a well-combed pattern
(Fig. 8a), which is difficult to observe due to the limit of the res-
olution and the effect of cross-field diffusion electrons in tangled
magnetic fields (Galloway et al. 2006; Berger & Asgari-Targhi
2009). Fig. 8b shows two identical tubes braiding with each other
and the magnetic reconnection between them would result in a
total exchange of their footpoints. The picture could explain the
morphological evolution exhibited in Events 2 and 3 (Figs. 4 and
5), in which the two braiding strands evolved to be two parallel
ones. Figs. 8c shows the evolutions of two braiding flux tubes
with nonequal axial flux. As the two nonidentical flux tubes col-
lide with each other, the reconnection halts once all flux of the
smaller tube has reconnected, and a final state is that only the
outer shell of the larger flux tube is reconnected and the rest
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is unreconnected (Linton 2006). Moreover, when the two non-
identical flux tubes braid with two crossings (Fig. 8d), magnetic
reconnection between them would occur twice and then pro-
duce two thoroughly separated tubes. Consistently, we can see
in Event 1 (Fig. 3) that the unequal width strands braided with
two apparent crossings and that subsequently, the thinner one
became parallel with the other one nearly unchanged. Accord-
ingly, the morphological evolutions of the two braiding strands
presented here are consistent with the schematic pictures of two
braiding bundles of magnetic flux driven to reconnect with each
other.

Pontin et al. (2017) claimed that the existence of crossed
loop strands does not always imply magnetic discontinuities and
subsequent magnetic reconnection. Here, further evidence for
the occurrence of magnetic reconnection between the braiding
strands is provided by the transient hot emission around the foot-
points of the loop strands. The impulsive brightenings at the
footpoints of the loops were also noted to happen at lower tem-
peratures between 1 and 2 MK (Régnier et al. 2014; Subrama-
nian et al. 2018). By contrast, transient emissions with higher
temperatures were detected in the events reported here. Accord-
ing to the EM analysis, the hot emissions contain a temperature
component greater than 5 MK. This value can be easily obtained
using reconnection models (Schmelz et al. 2015) but are difficult
to get using wave models (van Ballegooijen et al. 2017).

The footpoints of the loops could have been heated by the en-
ergetic electrons produced by magnetic reconnections high in the
corona, even though hot plasma components were undetectable
at the locations of reconnection sites (e.g. Zhang & Ni 2019).
This is due to the fact that there were low densities higher in
the corona and that, as predicted by a simulation conducted by
Polito et al. (2018), the energtic electrons then deposited raw ki-
netic energy in the corona until they reached the low corona with
an increasing density. Given that loops are isothermal along their
coronal parts, heat pulses at their footpoints might cause the loop
to heat up and become denser as a result of thermal conduc-
tion and chromospheric evaporation. However, the measurable
increase in the 94 Å emission was also absent throughout the
entirety of the loops reported here. This could be as a result of
smaller 94 Å variations in the loops’ lower-density sections than
at their footpoints ( Tajfirouze et al. 2016a). To explore the loca-
tions and temperatures of hot plasmas created in response to the
braided magnetic field forming the coronal loops and to evalu-
ate the implications provided from this study, more simulation
model findings would be helpful.

5. Summary

In this article, the evolutions of the strands braiding with each
other in the apparent single AIA loops are presented. The main
results are summarized as follows:

1. We performed two validations to confirm that the substruc-
tures recorded in the AIA pictures could be seen after the im-
ages were appropriately enhanced and upscaled. The width
of the strands that make up what appear to be single AIA
loops ranges from 0′′.7 to 1′′.3

2. The braided substructured loops were discovered to closely
match the twisted NLFFF field lines in some events that
are observed near the disk-center and then the photospheric
magnetic data is properly recorded. The magnetic free en-
ergy in the modeled field is sufficient to match the thermal
energy required for a nanoflare.

3. The braided strands developed into pairs of almost parallel
ones together with the hot emission that was present at their
footpoints, supporting the occurrence of magnetic reconnec-
tion in the coronal loops shown in the AIA images.

A comparison of the raw AIA, ML-upscaled AIA, and Hi-
C images (Figs. 2 and A.1) reveals that the ML-algorithm only
detects a portion of the features at a scale smaller than ∼ 1′′.2
that can be seen by Hi-C. As a result, it would appear that the
evolutions of the braided structures pertaining to nanoflares are
predicted to be discovered more frequently in the higher resolu-
tion observations, such EUI on board Solar Orbiter.
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Appendix A: Estimation of width of a loop

We estimate the width of loops on various images as follows.
Firstly, we extract a straight stripe along a segment of the loop
axis with a width of 11 pixels. Secondly, we obtain the aver-
age intensity across the axis of the stripe, which is fitted to
a Gaussian function with a linear term, expressed as f (x) =

1
√

2πσ
e−(x−µ)2/2σ2

+ ax + b where σ, µ, a and, b are fitting param-
eters. Thus, we define a full width at half maximum (FWHM)
of 2.355σ as the width of a loop. In the validation set, as shown
in Fig. A.1, a single AIA loop with a width of 1′′.8 appears to
be two separated strands with the widths of 0′′.6 and 0′′.4 in the
simultaneous Hi-C image. Similarly, the ML-upscaled AIA 193
Å images resolved the two strands, but slightly wider, with the
width of 0′′.6 and 0′′.8, respectively. The strands with the width
of 0′′.8 was also recognizable on the PSF-Bicubic-upscaled AIA
193 Å images. In each event reported here, the width of the re-
solved strands range from 0′′.7 to 1′′.3, which compose the ap-
parent single AIA loops, with widths ranging from 1′′.8 to 2′′.6
(Fig. A.2).
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Fig. A.1. The estimated widths of the loops in the various images taken
from testing and validation sets. Panel a: Comparison of close-ups of
the AIA, PSF-Bicubic-upscaled, ML-upscaled, and Hi-C images taken
in the validation set. Panel b: Comparison of more detailed close-ups
of thees images. The plots above and below each panel in b show the
distribution of the corresponding average intensity across the axis of
the strip as indicated by the magenta and blue dash line, respectively. In
each plot, the curve refers to the fitted gaussian function with the linear
term; the distance between the vertical line corresponds to the FWHM
for the fitted function. In a, each pair of parallel lines are deposited to
cover the FWHM area for the corresponding fitting function as plotted
in b.
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Fig. A.2. The estimated widths of the loops in the various images taken
from each event. Panel a: close-ups of the AIA 193 Å images. Panel
b: more detailed close-ups of the AIA 193 Å images. Panels c-d: the
PSF-bicubic-upscaled and the ML-upscaled AIA 193 Å images with
the same FOV as b, covering the braiding strands. In each panel, the
distance of the parallel lines colored the same is considered as the width
of the corresponding loop or strand.
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